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Abstract. Interoperability is the ability of two or more systems to
interchange information and to use the information that has been in-
terchanged. Nowadays, interoperability between ontology development
tools is low. Therefore, to assess and improve this interoperability, we
propose to perform a benchmarking of the interoperability of ontology
development tools using RDF(S) as the interchange language. This paper
presents, on the one hand, the interoperability benchmarking that is cur-
rently in progress in Knowledge Welﬁ and, on the other, the benchmark
suites defined and used in this benchmarking.

1 Introduction

The number of users of ontology development tools is ever increasing. These users
come from academia or from industry, and might have or not deep knowledge on
ontology engineering. Fach ontology development tool provides a different set
of functionalities and the user that develops an ontology prefers one ontology
development tool over the others. Hence, users need to interchange ontologies
from one ontology development tool to another.

Nowadays, users of ontology development tools do not know whether ontolo-
gies can be properly interchanged between two ontology development tools and,
if so, which are the consequences of this interchange, such as addition or loss
of knowledge. This leads to a slower uptake of ontology development tools by
end users, both in the academia and the industrial world. Moreover, the exper-
imentation carried out so far [I] has demonstrated that the degree of ontology
interchange between ontology development tools is low.

One of the main goals of the Knowledge Web Network of Excellence is to sup-
port the industrial applicability of ontology technology. This involves assessing
and improving several types of ontology technology: ontology development tools,
alignment tools, annotation tools, querying and reasoning services, and semantic
web service technology.

! http://knowledgeweb.semanticweb.org/
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In order to assess and improve the interoperability of ontology tools, the first
task to perform in Knowledge Web is benchmarking the interoperability of ontol-
ogy development tools by evaluating their RDF(S ) importers and exporters, and
this is what we present in this paper. Participation in the benchmarking is open
to any organization and its current status and its results are publicly availabldd.
At the end of the benchmarking process, we will get public results with detailed
information about the current interoperability of ontology development tools.
This benchmarking will also provide us with mechanisms that can be used to
evaluate the RDF(S) importers and exporters of other Semantic Web technology
(i.e. mapping tools, annotation tools, etc.).

According to [2], ontology development tools can interoperate in four ways: by
mapping ontologies in the source tool to others in the target tool, by translating
ontologies to a single pivot language, by translating ontologies to one language
in a layered architecture of languages, and by a generalisation of the pivot and
the layered approaches that does not require either a fixed pivot language or a
fixed layering of languages. This paper only covers the pivot approach, that is,
interoperability in terms of interchanging ontologies using a common interchange
language. Therefore, the interoperability depends on the correct working of the
importers and exporters from and to the different languages.

This paper is structured as follows. Section [2] presents other evaluation initia-
tives related to this work and the differences found. Section [3] describes briefly
the benchmarking methodology being used; Sections Ml and [ state how this
methodology was instantiated to our own case. Section [6] defines how the bench-
mark suites used in the benchmarking were defined as well as how they are
used. Section [ shows how these benchmark suites have been evaluated accord-
ing to the desirable properties of benchmark suites. Finally, Section [§ presents
the conclusions derived form this work and future lines of work.

2 Related Work

This section introduces the terms benchmark and benchmarking, because they
are frequently used in the paper, and explains the benefits of benchmarking over
performing tool evaluations. It also presents other related evaluation initiatives
and the differences between them and our approach.

2.1 Benchmark and Benchmarking

Benchmarking is a continuous process for improving products, services and
processes by systematically evaluating and comparing them to those considered
to be the best. This definition, adapted from the business management com-
munity [3], is used by some authors in the Software Engineering community [4]
while others consider benchmarking as a software evaluation method [5].

2 http://www.w3.org/TR,/rdf-schema/
3 http://knowledgeweb.semanticweb.org/benchmarking_interoperability /
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A benchmark, by contrast, is a test that measures the performance of a sys-
tem or subsystem on a well-defined task or set of tasks [6]. However, Sim et al. [7]
propose to measure also tools and techniques for comparing their performance.

The reason for benchmarking ontology tools instead of just evaluating them
is to obtain several benefits from benchmarking that cannot be obtained from
tool evaluations. As Figure [ illustrates, the evaluation of a tool shows us the
weaknesses of the tool or its compliance to quality requirements. If several tools
are involved in the evaluation, we also obtain a comparative analysis of these
tools and recommendations for users of these tools. When benchmarking several
tools, besides all the benefits commented, we gain continuous improvement of
the tools, recommendations for developers on the practices used when developing
these tools and, from these practices, those that can be considered best practices.

/Benchmarking of several tools \

Evaluation of several tools

Evaluation of a tool

» Compliance with requirements
* Weaknesses

» Comparative analysis
* Recomendations on tools (users)

* Continuous improvement
* Recommendations on practices (developers)

Q Best practices /

Fig. 1. Benchmarking benefits

2.2 Related Evaluations

In this section, we briefly present two evaluation initiatives related to this work.
The first is a benchmark suite for evaluating RDF(S) usage, and the second is a
previous evaluation of the interoperability of ontology development tools.

RDF(S) Test Cases. The RDF Test Cased] were created by the W3C RDF
Core Working Group. These tests check the correct usage of the tools that im-
plement RDF knowledge bases and illustrate the resolution of different issues
considered by the Working Group.

The RDF Test Cases could also be used for evaluating RDF(S) importers but,
while they provide examples for, and clarification of, the normative definition
of the language, our approach aims for an exhaustive evaluation of RDF(S)
importers. Another difference is that we distinguish between the benchmarks
that depend on the RDF(S) knowledge model and those that depend on the
RDF syntax used. Moreover, we only consider valid input ontologies while the
RDF Test Cases consider erroneous input ontologies and entailment benchmarks.

* http://www.w3.org/TR/rdf-testcases/
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EON 2003 Interoperability Experiments. The Second International Work-
shop on Evaluation of Ontology-based Tools (EON 2003) had as main topic the
evaluation of the interoperability of ontology-based tools [I]. The main reasons
for benchmarking the interoperability of ontology tools two years later are:

— Interoperability is still a great problem in the Semantic Web not solved yet.

— Each experiment presented in the workshop involved only a few tools.

— Some experiments evaluated export functionalities, while others evaluated
import functionalities or interoperability.

— No systematic evaluation of the tools was performed since ontology tool de-
velopers were just asked to model and interchange a domain ontology. Each
experiment used different test strategies, different interchange languages, and
different principles for modelling ontologies. Therefore, only specific com-
ments and recommendations were made but not general ones.

3 Benchmarking Methodology for Ontology Tools

The benchmarking methodology for ontology tools is composed of a benchmark-
ing iteration that is repeated forever. Each iteration is composed of three phases
(Plan, Experiment and Improve) and ends with a Recalibration task:

— Plan phase. Its main goal is to produce a document with a detailed pro-
posal for benchmarking. It will be used as a reference document during
benchmarking and should include all the relevant information about it: its
goal, benefits and costs; the tool (and its functionalities) to be evaluated;
the metrics to be used when evaluating these functionalities; and the people
involved in the benchmarking. The last tasks of this phase are related to
the search for other participant organizations and to the agreement on the
benchmarking proposal (both with the organization management and with
the other organizations) and on the benchmarking planning.

— Experiment phase. In this phase, the organizations must define and ex-
ecute the evaluation experiments for each of the tools that participate in
the benchmarking. The evaluation results must be compiled and analysed,
determining the practices that lead to these results and identifying which of
them can be considered as best practices.

— Improve phase. The first task of this phase is the writing of the bench-
marking report, which must include: a summary of the process followed, the
results and conclusions of the experimentation, recommendations for improv-
ing the tools, and the best practices found during the experimentation. The
benchmarking results must be communicated to the participant organiza-
tions; afterwards, in several improvement cycles, the tool developers should
improve their tools and monitor this improvement.

While the three phases mentioned above are devoted to the improvement of
the tools, the goal of the Recalibration task is to improve the benchmarking
process itself using the lessons learnt while performing it.

Sections M and [l present how we use this methodology for benchmarking the
interoperability of ontology development tools.
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4 Plan Phase

Goals Identification. The authors of this paper took the role of benchmarking
initiators and prepared the benchmarking, carrying out the first tasks of the
benchmarking process.

The goals for benchmarking the interoperability of ontology development tools
are related to the benefits pursued through it, and these are:

— To evaluate and improve the interoperability of ontology development tools.

— To obtain recommendations on the interoperability of these tools for users.

— To obtain a deep understanding of the practices used to develop the im-
porters and exporters of these tools.

— To extract from these practices those that can be considered best practices
when developing importers and exporters.

— To create consensual processes for evaluating the interoperability of ontology
development tools.

Tool and Metrics Identification. The authors of this paper decided to par-
ticipate in the benchmarking with WebODE [8], since this is the ontology engi-
neering platform being developed by this research group.

Of the different evaluation criteria that can be considered when evaluating
ontology development tools, i.e., performance, scalability, interoperability, ro-
bustness, etc.; we contemplated only interoperability. An approach for bench-
marking the performance and scalability of ontology development tools can be
found in [9]. Of the different ways of dealing with interoperability, we have cen-
tered our focus on the interoperability of ontology development tools using an
interchange language. In our first approach, the language used was RDF(S), in
its RDF /XML syntax.

However, we cannot assess interoperability using an interchange language
without assessing first the import and export of ontologies to that language.
Therefore, the functionalities relevant to the benchmarking are the RDF(S) im-
porters and exporters of the ontology development tools, while the evaluation
criteria that will be used for evaluating these tools are:

— The components of the knowledge model of an ontology development tool
that can be interchanged with another tool using RDF(S) as interchange
language.

— The information added or lost when interchanging these components.

Participant Identification. As WebODE is being developed by the Ontology
Engineering Group, it seemed quite straightforward to identify and contact the
members of the organization involved with WebODE’s RDF(S) importers and
exporters and then to select, from this very group, the members of the bench-
marking team.

Proposal Writing. The benchmarking proposal, which is now being used as a
reference along the benchmarking, did not take the form of a paper document,
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but of a web pageﬁ, which is publicly available and includes all the relevant
information about the benchmarking: motivation, goals, benefits and costs, tools
and people involved, planning, related events, and a complete description of the
experimentation and the benchmark suites.

Management Involvement. When analysing the benchmarking proposal, the
managers of the Ontology Engineering Group agreed on the continuity of the
benchmarking and on the allocation of future resources.

Partner Selection. To find other best-in-class organizations willing to partic-
ipate in the benchmarking, the following actions were taken:

— To research different ontology development tools, both freely available and
commercial ones, that could export and import to and from RDF(S) and to
contact the organizations that develop them.

— To announce the interoperability benchmarking and to call for participation
through the main mailing lists of the Semantic Web area and on those lists
specific to ontology development tools.

When writing this paper, five tools are participating in the benchmarkin,
of these four are ontology development tools: KAON@, OntoStudi(El, Protég%
using its RDF backend, and WebODEE; and one is a RDF engine: Coresdd. In
most cases, benchmarking is performed by the developers of the tools.

Planning and Resource Allocation. A plan for the full duration of the
benchmarking was not defined since it was decided to plan the benchmarking
phase by phase. Then, each of the organizations assigned enough people to per-
form the benchmarking.

5 Experiment Phase

Experiment Definition. Evaluating the interoperability of ontology develop-
ment tools using RDF(S) for ontology interchange requires that the importers
and exporters from/to RDF(S) of these tools work accurately in order to in-
terchange ontologies correctly. Therefore, the planning for the experimentation
included three consecutive stages, shown in Figure

— Agreement stage. The quality of the benchmark suites to be used is es-
sential for the results of the benchmarking. Therefore, the first step in the
experimentation is to agree on the definition of these benchmark suites,
which will be common for all the tools. Section [0 deals with the definition
and use of these benchmark suites.

5 http: / /knowledgeweb.semanticweb.org/benchmarking_interoperability /
5 http://kaon.semanticweb.org/
" http://www.ontoprise.de/content/e3/e43/index_eng.html
8 http://protege.stanford.edu/
9 http://webode.dia.fi.upm.es/
10 http:/ /www-sop.inria.fr /acacia/soft /corese/
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— Evaluation stage 1. The RDF(S) importers and exporters of the ontology
development tools are evaluated with the agreed versions of the benchmark
suites.

— Evaluation stage 2. Once the RDF(S) importers and exporters have been
evaluated, a second stage will cover the evaluation of the ontology inter-
change between ontology development tools.

Agreement stage Evaluation stage 1 Evaluation stage 2
» Benchmark suites * Import and Export * Interoperability
definition experiments experiments

Fig. 2. Experimentation Phases

Experiment Execution. When writing this paper, the benchmarking partici-
pants are in the Fvaluation stage 2, performing the interoperability experiments
on the tools after having reached an agreement on the benchmark suites and
having performed the import and export experiments. By the beginning of June
2006, the experimentation will be finished, and the results obtained will be avail-
able in the benchmarking web page.

Experiment Result Analysis. Once the results of the experimentation on
each tool are available, the participants will analyse them as well as the practices
that lead to these results. They will also attempt to identify among the practices
found whether some of them can be considered best practices.

6 Definition of the Benchmark Suites

This section describes the three benchmark suites used in the benchmarking:
the RDF(S) Import Benchmark Suite and the RDF(S) Export Benchmark Suite
used in the Fwvaluation stage 1, and the RDF(S) Interoperability Benchmark
Suite to be used in the Ewvaluation stage 2.

6.1 RDF(S) Import Benchmark Suite

Our goal when defining the RDF(S) Import Benchmark Suite was to perform
an exhaustive evaluation of the RDF(S) import capabilities of the ontology de-
velopment tools, testing the import of RDF(S) ontologies.

The benchmark suite is composed of benchmarks that import an ontology
that models a simple combination of the components of the RDF(S) knowledge
model (classes, properties, instances, etc.) [10]. Assessing the import of real, large
or complex ontologies can be useless if we do not know if the importer can deal
correctly with simple ones. Besides, it is easier to find problems in simple cases
than in complex ones. These benchmarks can depend on the RDF(S) knowledge
model or on the RDF(S) syntax chosen:
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— Benchmarks that depend on the knowledge model. These bench-
marks check the import of ontologies with different combinations of the
RDF(S) knowledge model components. Since the checking of the different
syntaxes of the selected RDF serialisation is performed in another group
of benchmarks, the syntax selected is one that is easily understood by hu-
mans. These benchmarks evaluate the import of single components, all the
possible combinations of two components with a property, combinations of
more than two components usually appearing together in RDF(S) graphs
such as the properties that have both domain and range (rdf:Property with
rdfs:domain and rdfs:range); the statements that have subject, predicate and
object (rdf:Statement with rdf:subject, rdf:predicate and rdf:object); and the
definitions of lists (rdf:List with rdf:first, rdf:rest and rdf:nil).
— Benchmarks that depend on the syntax. These benchmarks check the
import of ontologies with the different variants of the RDF/XML syntax,
as stated in the RDF/XML Syntax Specification [I1] since this is the most
commonly used by ontology editors for importing and exporting ontologies.
e Different syntax of URI references: absolute URI references, URI ref-
erences relative to a base URI, URI references transformed from rdf:1D
attribute values, and URI references relative to an ENTITY declaration.
e Language identification attributes (zml:lang) in tags.
e Abbreviations of empty nodes, multiple properties, typed nodes, string
literals, blank nodes, containers, collections, and statements.
In the case of evaluating the import of RDF(S) using other syntax (N3,
N-Triples, etc.), only this group of benchmarks should be redefined.

As RDF(S) does not impose any restriction on the combinations of its com-

ponents, the number of resulting benchmarks is huge (more than 4000) and the
benchmark suite has to be pruned, as seen in [12], according to its intended use
and to the kind of tools that it is supposed to evaluate: ontology development
tools. Therefore, we only considered the RDF(S) components most frequently
used for modelling ontologies in these tools: rdfs:Class, rdf: Property, rdfs:Literal,
rdf:type, rdfs:domain, rdfs:range, rdfs:subClassOf, and rdfs:subPropertyOf. The
rest of the RDF(S) components have not been dealt with.

Table[lshows the categories of the benchmark suite, which contains 72 bench-

marks, with the number of benchmarks and the components used in each cate-

gory. A detailed description of such benchmarks can be found in a web pag.
The definition of each benchmark in the benchmark suite, as Table [2] shows,

includes the following fields:

— An identifier for tracking the different benchmarks.
— A description of the benchmark in natural language.

— A graphical representation of the ontology to be imported in the benchmark.

— A file containing the ontology to be imported in the RDF /XML syntax.

1 http:/ /knowledgeweb.semanticweb.org/benchmarking_interoperability /
rdfs_import_benchmark_suite.html
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Table 1. Categories of the import benchmarks

Category No.|Components used

Class 2 |rdfs:Class

Metaclass 5 |rdfs:Class, rdf:type

Subclass 5 |rdfs:Class, rdfs:subClassOf

Class and property 6 |rdfs:Class, rdf:Property, rdfs:Literal

Property 2 |rdf:Property

Subproperty 5 |rdf:Property, rdfs:subPropertyOf

Property with domain| 21 |rdfs:Class, rdf:Property, rdfs:Literal,

and range rdfs:domain, rdfs:range

Instance 3 |rdfs:Class, rdf:type

Instance and property 9 |rdfs:Class, rdf:type, rdf:Property, rdfs:Literal

Syntax and abbreviation| 14 |rdfs:Class, rdf:type, rdf: Property, rdfs:Literal
Table 2. An example of a benchmark definition

Identifier 114

Description Import one class that has the same property with several

other classes

Graphical

representation

I{I)}?/)(IVIIJ <rdf :RDF xmlns="http://www.w3.0rg/2000/01/rdf-schema#"
file xmlns:gl="http://wuw.test.org/graphl4#"

xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.0rg/2000/01/rdf-schema#">

<Class rdf:about="http://www.test.org/graphld#classl">
<gl:propl rdf:resource="http://www.test.org/graphld#class2"/>
<gl:propl rdf:resource="http://wuw.test.org/graphld#class3"/>
</Class>
<Class rdf:about="http://www.test.org/graphl4#class2"/>
<Class rdf:about="http://www.test.org/graphl4#class3"/>
</rdf :RDF>

The steps for executing each import benchmark are the following:

. To model into the ontology development tool the expected ontology that
results from importing the RDF(S) ontology .

. To import the file with the RDF(S) ontology into the tool.

. To compare the imported ontology with the expected ontology and to check

whether they are equivalent.

Although these steps can be performed manually, performing them (or part

The evaluation criteria used for the benchmark suite are:

of them) automatically is highly advised when dealing with many benchmarks,
especially for comparing the expected and imported ontologies.

— Modelling (YES/NO). The tool can model the ontology components de-
scribed in the benchmark.
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Table 3. An example of the result of a benchmark execution

Tool Id |Added|Lost Model |Execute| Comments

Protégé |I50 |class |- NO OK Undefined resources with instances
are imported as classes.
WebODE |I50 |- instance [NO OK Instances of undefined resources

are not imported.

— Execution (OK/FAIL). The execution of the benchmark is normally carried
out without any problem, and the tool always produces the expected result.
When a failed execution occurred, the benchmarking participants were asked
to provide information for obtaining the practices used when developing the
RDF(S) importers. The information required was the following:

e The reasons for failing the benchmark execution.
e If the tool was corrected to pass a benchmark, the changes performed.

— Information added or lost. The information added or lost in the ontology
interchange when executing the benchmark.

TableBlshows an example with the results of executing benchmark I50 (Import
one instance of a resource, without the resource definition) in two tools. While
both tools cannot model an instance of an undefined resource, they produce the
expected result, one inserting information and the other losing it.

6.2 RDF(S) Export Benchmark Suite

When defining the RDF(S) Export Benchmark Suite, our goal was to perform
an evaluation of the RDF(S) export capabilities of ontology development tools
by testing the export of ontologies modelled in these tools.

The benchmark suite for evaluating RDF(S) exporters is composed of bench-
marks that export a single ontology with a simple combination of the components
of the knowledge models of the tools.

The composition of the RDF(S) Export Benchmark Suite is similar to the
composition of the import one. Instead of taking as input the knowledge model
of RDF(S), we took as input a common core of the knowledge modelling com-
ponents that is very frequently used in ontology development tools: classes and
class hierarchies, object and datatype properties, instances, and literals.

Table [l shows the categories of the benchmark suite, that contains 52 bench-
marks, with the number of benchmarks and the components used in each cate-
gory. A detailed description of such benchmarks can be found in a web pag.

The definition of each benchmark in the benchmark suite, as Table [ shows,
includes the following fields:

— An identifier for tracking the different benchmarks.
— A description of the benchmark in natural language.

12 http:/ /knowledgeweb.semanticweb.org/benchmarking_interoperability /
rdfs_export_benchmark suite.html



Benchmark Suites for Improving the RDF(S) Importers and Exporters 165

— A graphical representation of the ontology to be exported by the tool.
— The instantiation of the ontology described in the benchmark for each of the
participating tools, using the vocabulary and components of these tools.

The steps for executing each export benchmark are the following:

1. To define in RDF(S) the expected ontology resulting from exporting the
ontology.

2. To model into the tool the ontology described in the benchmark.

To export the ontology modelled using the tool to RDF(S).

4. To compare the exported RDF(S) ontology with the expected RDF(S) on-
tology to check whether they are equivalent.

w

As in the case of the import benchmark suite, some automatic mean of per-
forming these steps is highly advisable.

The evaluation criteria used for the export benchmark suite are the same
as those from the import benchmark suite, that is, Modelling, Ezxecution and
Information added or lost. The only difference with the import criteria is that,

Table 4. Categories of the export benchmarks

Category No.|Components used

Class 2 |class

Metaclass 5 |class, instanceOf

Subclass 5 |class, subClassOf

Class and object property 4 |class, object property

Class and datatype property 2 |class, datatype property, literal

—
w

object property

datatype property

class, instanceOf

class, instanceOf, object property

class, instanceOf, datatype property, literal

Object property
Datatype property
Instance

Instance and object property
Instance and datatype property

N 3| W ©

Table 5. An example of a benchmark definition

Identifier E09
Description Export one class that is subclass of several classes
Graphical
representation

SC SC
WebODE’s Export one concept that is subclass of several concepts
instantiation
Protégé’s Export one class that is subclass of several classes
instantiation
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as there may be a benchmark that defines an ontology that cannot be modelled
in a certain tool, that benchmark cannot be executed in the tool, being the
Ezecution result N.E. (Non Executed). In the import benchmark suite, even if a
tool cannot model some components of the ontology, it should be able to import
correctly the rest of the components.

6.3 RDF(S) Interoperability Benchmark Suite

Our goal when defining the RDF(S) Interoperability Benchmark Suite was to
evaluate the interoperability of ontology development tools by testing the inter-
change of ontologies from one origin tool to a destination one, and vice versa.

We considered the interchange of a common core of the knowledge modelling
components most frequently used for modelling ontologies. These are: classes and
class hierarchies, object and datatype properties, instances, and literals. As these
components are the same as those in the RDF(S) Export Benchmark Suite, the
Interoperability Benchmark Suite is identical to the RDF(S) Export Benchmark
Suite and has the same benchmark definitions as presented in Section

The interoperability will be checked between each pair of tools. As the RDF(S)
exported files of all the tools will be available from the export experiments of the
Ezxperiment stage 1, participants will not have to export these ontologies again,
they will just have to import the exported files into their tools.

The steps for executing each interoperability benchmark are the following;:

1. To define in the destination tool the expected ontology resulting from inter-
changing the ontology.

2. To import the RDF(S) file exported by the origin tool into the destination
tool.

3. To compare the interchanged ontology with the expected ontology and to
check whether they are equivalent.

The evaluation criteria used for the interoperability benchmark suite are the
same as those from the export benchmark suite, that is, Modelling, Ezecution
and Information added or lost.

7 Evaluation of the Benchmark Suites

We have evaluated these benchmark suites according to the main desirable prop-
erties of a benchmark suite that many different authors have stated [7}[13}14}[15]:
accessibility, affordability, simplicity, representativity, portability, scalability, ro-
bustness, and consensus.

Accessibility. The complete definition of the benchmark suites as well as all
the information relevant to the benchmarking are accessible to anyone in a
public web page. This page will include, when available, the results obtained
when executing the benchmark suites. Thus anyone can execute them and
compare their results with the ones available.
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Affordability. The costs of using the benchmark suites and analysing their
results are mainly human resources. In order to reduce these costs and fa-
cilitate the work we provided a clear definition of the benchmark suites and
templates to fill in the results.

Simplicity. The benchmark suites are simple and interpretable because we have
provided different ways of defining each benchmark, i.e. in natural language,
graphically, etc. These benchmark suites and their results are also clearly
documented, having a common structure and use.

Representativity. Although the different benchmarks that compose the bench-
mark suites are not exhaustive or represent real-world ontologies, they rep-
resent the different structures of ontologies commonly used when developing
these ontologies; and a first evaluation of these simple ontologies is needed
before evaluating more complex ones.

Portability. The benchmark suites have been defined at a high level of abstrac-
tion, so they are not biased towards a certain tool or tools. Therefore, they
can be executed on a wide variety of environments and not just on ontology
development tools.

Scalability. The benchmark suites scale to work with tools at different levels
of maturity. Also, as their benchmarks are grouped according to the differ-
ent ontology components that they manage, it is quite easy to increase or
decrease the number of benchmarks by considering new components or by
taking into account only certain components of interest, respectively.

Robustness. As the results of the benchmark suites depend on the algorithms
implemented to perform the import and export of ontologies, they are not in-
fluenced by factors irrelevant to the study. Furthermore, running the bench-
mark suites with the same version of the tools will always produce the same
results.

Consensus. The benchmark suites were developed by experts in the domain of
ontology translation and interoperability and were assessed and agreed on
by the benchmarking partners and by the members of Knowledge Web.

8 Conclusions and Future Work

The interoperability benchmarking described in this paper is now taking place.
Although the benchmarking has not reached its Improve phase yet, the devel-
opers have already improved their tools by correcting the bugs detected while
executing the experiments.

Although the benchmarking has not finished yet, we have already learnt some
lessons from it. The main one is that benchmarking is a time consuming process
both to organize and to participate on it and it is also enduring. Besides, the in-
volvement of tool developers is a primary need, as they are the most appropriate
for and capable of analysing and improving the tools.

In addition to the benchmarking participants, other intended users of the
work here presented and of its future results are, on the one hand, end users who
want to know the current interoperability of ontology development tools before
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selecting one of these tools and, on the other hand, ontology tool developers who
wish to improve the interoperability of their ontology development tools or of
any other ontology technology capable of interchanging ontologies by means of
their RDF(S) importers and exporters.

The RDF(S) Import Benchmark Suite can be used to evaluate the RDF(S)
import capabilities of any tool, while the RDF(S) Export and Interoperability
Benchmark Suites can be used to evaluate any kind of interoperability between
ontology development tools since these are not dependant on the interchange
language.

Once we will have the benchmarking results, we will be able to provide dif-
ferent kind of information about the interoperability of ontology development
tools for different groups of people. For example, from an ontology modelled in
a certain tool, we can obtain information about the possibility of interchanging
that ontology between that tool and any other tool.

The benchmarking web page will also provide mechanisms for updating the
interoperability results when the tools are improved, or for inserting the results
of a new tool.

Based on the structure and the definition of the benchmark suites, other
benchmark suites can be defined to consider the evaluation of interoperabil-
ity using other languages for interchanging ontologies. We have also started to
organise a benchmarking activit, similar to this, for benchmarking the in-
teroperability of ontology development tools using OWIM as the interchange
language.
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